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Abstract—Extended Reality (XR) enables a plethora of novel
interactive shared experiences. Ideally, users are allowed to roam
around freely, while audiovisual content is delivered wirelessly to
their Head-Mounted Displays (HMDs). Therefore, truly immer-
sive experiences will require massive amounts of data, in the
range of tens of gigabits per second, to be delivered reliably at
extremely low latencies. We identify Millimeter-Wave (mmWave)
communications, at frequencies between 24 and 300 GHz, as a
key enabler for such experiences. In this article, we show how
the mmWave state of the art does not yet achieve sufficient
performance, and identify several key active research directions
expected to eventually pave the way for extremely-high-quality
mmWave-enabled interactive multi-user XR.

Index Terms—Extended Reality, Virtual Reality, Millimeter-
Wave, Beamforming, Multimedia Streaming

I. INTRODUCTION

Since the inception of modern Extended Reality (XR)
(which comprises Augmented, Virtual, and Mixed Reality, or
AR/VR/MR), Head-Mounted Displays (HMDs) have evolved
from experimental, bulky, low-resolution devices to sleek,
lightweight user-oriented peripherals. More and more applica-
tions of VR, where the user is transported to a fully artificial
world, as well as its sibling technologies AR and MR, where
virtual elements are overlaid onto the physical world, are being
widely deployed. XR applications include employee training
and education, sightseeing tours, and entertainment.

Traditionally, HMDs are connected by wire to a powerful
computer, which generates and renders the XR content. How-
ever, this tether inhibits the users’ mobility and immersion, and
can result in a tripping hazard. As an alternative, recent HMDs
offer on-board processing capabilities, although these are con-
strained to rendering lower-quality content due to their limited
computational capabilities. The obvious solution is to provide
a high-data-rate wireless connection between the HMD and
rendering location (e.g., a nearby computer or (edge) cloud
server) [1], [2]. Several State of the Art (SotA) VR HMDs,
such as the Meta Quest, offer wireless connectivity using Wi-
Fi on the 5 GHz frequency band. However, as uncompressed
XR content requires a data rate reaching up to tens of gigabits
per second, a high compression rate is applied, resulting in
increased latency and visual artifacts. Ensuring high Quality of
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Experience (QoE) in XR is further complicated by the fact that
it requires a motion-to-photon latency in the order of 20ms,
to avoid cybersickness [1]. This encompasses the total latency
between a user’s motion and the corresponding update of the
visual image on the HMD. The above requirements become
even more stringent in interactive multi-user XR experiences,
where users interact with each other, as well as with the
virtual or hybrid environment. They can be co-located in the
same space, or participate from different physical locations.
Enabling such seamless interactivity requires extremely low
latency, alongside dense multi-user and wide-area connectivity.

XR thus requires a combination of high data rate, high
reliability, and low latency network connectivity, also called
High-Rate and High-Reliability Low-Latency Communica-
tions (HR2LLC) [3]. Due to the limited bandwidth and high
congestion of the sub-6 GHz frequency bands, it is generally
agreed that HR2LLC requires Millimeter-Wave (mmWave)
wireless communications (i.e., 24-300 GHz) [1]. The multi-
gigahertz bands available in mmWave can offer data rates of up
to tens of gigabits at extremely low latency, but pose their own
set of challenges to achieving consistent transmission quality.
Most notably, mmWave experiences high path and penetration
loss. This hinders the establishment of consistently high-
gain links and renders them prone to blockage, including by
users themselves. Ensuring HR2LLC at mmWave frequencies
requires a combination of large antenna arrays, directional
beamforming, and multi-Access Point (AP) connectivity. This
is especially challenging in multi-user interactive XR, featur-
ing highly mobile users within a confined space.

The aim of this article is to explore the ability of mmWave
to address the HR2LLC requirements for multi-user interactive
XR applications. We briefly introduce the general multi-user
interactive XR architecture and highlight its requirements
in terms of network performance. Subsequently, we identify
shortcomings in the state of the art based on real-life mmWave
meaurements, and explore potential avenues towards address-
ing these shortcomings.

II. COLLABORATIVE WIRELESS XR

Perhaps the most technically challenging form of XR is
collaborative wireless XR. The inherent difficulty of achieving
HR2LLC wirelessly is further amplified by the interactivity of
such experiences. Common solutions such as content caching
and heavy-duty compression become ineffective when content
generation is dependent on several users’ real-time actions [4].
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Fig. 1. Overview of the envisioned multi-user interactive XR scenario.

Furthermore, wireless resource allocation when several users
require an uninterrupted high-quality link is extremely chal-
lenging. We provide further details of the physical scenario,
discuss the requirements, and summarize current solutions and
their shortcomings.

A. System Architecture

Collaborative XR encompasses multi-user, interactive ex-
periences, where users roam freely within a shared virtual
(or mixed virtual-physical) environment. These users may be
present in the same physical space, or geographically separated
and projected into each other’s spaces. Content is generated
in real-time, either recorded off-site or computer-generated
in an edge cloud. To enable free Six Degrees of Freedom
(6DoF) motion, HMDs incorporate a wireless antenna. In each
physical environment, several APs are mounted on walls or the
ceiling. Fig. 1 provides a graphical overview of the envisioned
scenario, along with some functionality described in Sec. III.

B. Requirements

HR2LLC summarizes the network requirements of collab-
orative wireless XR [3]. The high rate is determined by the
quality of the content, which is in turn limited by the hardware
specifications of the HMD [5]. Without compression, the Meta
Quest 3 requires between 15.75 and 26.25 Gbps depending on
refresh rate. While compression may reduce this staggering
requirement, this introduces an additional (de)compression
delay. This may impact the low latency requirements, with
the motion-to-photon latency limit for XR being commonly
defined as 20 ms, meaning the result of any user motion must
be reflected in-experience within 20 ms to avoid nausea [1].
Depending on other factors, this may leave between 5 and 8 ms
for one-way network transmissions. Any content not arriving
on time is essentially lost, which is highly impactful given
the high-reliability requirement. This reliability requirement
is defined at two levels. The intra-image reliability determines
the fraction of an image that needs to arrive on time in
order to be considered complete. The exact target fraction
depends on redundancy in any compression algorithm, along
any reconstruction algorithms extrapolating missing data from

arrived content. The inter-image reliability defines how many
images may be lost without unacceptable impact on QoE, both
overall and within a single loss burst. The exact threshold
depends on the specific experience, but may reach as high
as 99.999 %, or roughly 1 missed image per 15 minutes.
While there are many methods for measuring the QoE of
interactive XR [6], fulfilling the HR2LLC requirements is
always a necessary condition for achieving satisfactory results.

C. Existing Solutions and Shortcomings

Achieving HR2LLC wirelessly will require mmWave com-
munications. Overcoming mmWave’s high path loss and
susceptibility to blockage demands a specialized approach.
Through antenna arrays consisting of many elements, along
with beamforming, a process in which energy is focused in a
carefully selected direction, a sufficiently high gain can be
achieved even with modest overall energy budgets. As the
range of directions in which a mmWave antenna can beamform
is limited, they effectively have a limited Field of View (FoV),
usually between 60 and 120°. As such, a connection can easily
be interrupted by a user walking around or even simply turning
their head. Enabling consistent high-gain coverage in the face
of blockage and limited FoVs therefore requires multiple,
spatially separated APs.

Some mmWave solutions for wireless XR have been brought
to market. Most notably, the HTC VIVE Wireless Adapter
replaces the usual cable with a wireless mmWave bridge.
To understand the performance of these wireless options, we
performed an objective comparison between the wired and
mmWave versions of the HTC Vive in terms of perceived
video quality (Fig. 2). The results show a major reduction
in perceived quality from the wireless compression with a
clear link, and another, smaller reduction when the link was
subsequently blocked with a metal object.

More recently, the Meta Quest line of HMDs offers a
wirelessly streamed solution through users’ existing 5 GHz
Wi-Fi deployments rather than requiring additional hardware.
Even with the recently introduced H.264+ compression option,
the bitrate is still limited to 400 Mbps, leading to readily
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Fig. 2. Quality comparison between the HTC Vive in wired, wireless and
wireless with obstacle configurations. A higher VMAF score is better.

noticeable compression artifacts, substantiating the need for
mmWave.

To assess the capabilities of SotA mmWave hardware, we
evaluate the data rate, latency and loss under motion of a
mmWave link provided by Pharrowtech. Here we evaluated
two sets of Medium Access Control (MAC)-level parameters,
aimed at optimizing data rate and adaptation to mobility,
respectively. This showed that optimizing MAC-level param-
eters boosts throughput, and that moderate motion can lead
to an increase in packet loss, even with an unobstructed
Line-of-Sight (LoS) and parameters optimized for mobility.
This is illustrated in Fig. 3, where, in each case, there is
room for improvement in reducing loss to meet high-QoE
XR standards. This indicates the need for developing more
proactive beamforming approaches. Overall, SotA solutions
are unable to fulfill the HR2LLC requirements of current-
day HMDs. Future HMDs are expected to drastically increase
specifications, enabling truly realistic experiences but also
further inflating HR2LLC requirements, mainly in terms of
data rate.

Independent of the networking approach, XR’s strict latency
requirements are often alleviated through Asynchronous Time-
Warp (ATW) [7]. With this algorithm, images generated based
on a stale orientation measurement are perturbed to offset
for recent rotational motion, reducing the effective motion-
to-photon latency in some use cases. However, this can only
address the motion of the viewpoint; other visible physical mo-
tions (e.g., in tele-operation) are largely unaffected by ATW,
meaning it can not generally reduce latency requirements.

III. OPEN CHALLENGES AND WAY FORWARD

Above, we argued that mmWave networking is necessary for
high-QoE interactive multi-user wireless XR, but showed that
SotA performance of mmWave solutions does not yet suffice.
In this section, we discuss several avenues where XR-centric
research is ongoing, but more efforts are needed to achieve
truly immersive experiences.
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Fig. 3. Throughput, latency and loss with SotA mmWave hardware, for a
single AP and user, both static and under moderate motion (45°/), with
parameters optimized for either throughput or mobility.

A. Beamforming for mobile users

In many present-day mmWave deployments, transmit-side
beamforming suffices to achieve a performant link. The
HR2LLC requirements of XR, however, may necessitate ad-
ditional receive-side beamforming at the HMD. Beamforming
at this side is inherently more challenging in mobile XR; most
user rotation changes the Angle of Arrival (AoA) at the HMD
drastically, but has minimal impact on the Angle of Departure
(AoD) at the static AP. As such, mobile XR necessitates the
development of receive-side beamforming approaches which
adapt to user rotation with minimal latency, or even proac-
tively. To this end, algorithms can leverage the plethora of
sensors already available on modern-day HMDs [8]. Through
Internal Measurement Units (IMUs) and on-device cameras,
HMDs can accurately estimate their own position and orienta-
tion in real-time. By combining this context information with
the fixed location of APs, an HMD can beamform towards
the AP directly, foregoing the time-consuming beam searching
algorithms prevalent in beamforming approaches. In addition,
the HMD could predict its upcoming motion and form a
receive beam that will consistently cover the AP during this
rotation, as shown in Fig. 4 [9].

B. Reconfigurable Intelligent Surfaces

Reconfigurable Intelligent Surfaces (RISs) are passive wall-
mountable metasurfaces whose reflective properties can be
altered in real-time [10]. By intelligently controlling the re-
flection angle of incident beams, high-gain reflected paths can
be established where these would otherwise not be viable.
An intelligent, advanced resource scheduler could take these
into account to maximize QoE in a large XR deployment.
While some small-scale mmWave RIS testbeds exist, we
expect availability of affordable RISs to still require at least
a decade of development. In the meantime, we identify a
need for real-time RIS configuration algorithms, as SotA
algorithms rely on high-complexity optimizers with runtimes
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Fig. 4. HMD-side beamforming should proactively adapt to expected upcom-
ing rotations, such that receive gain remains consistently high during rapid
user motion.

of minutes to hours, which is clearly not compatible with a
mobile environment [11].

C. High-Data Rate Low-Latency Channel Access

Especially in multi-user scenarios, interactive XR poses
its own challenges and opportunities in terms of scheduling
channel access. Most traffic is downstream, meaning orches-
tration can easily occur in a centralized controller. Even
in multi-AP deployments, most scheduling control overhead
can occur over the wired, fully reliable network. The main
challenge of XR traffic is the strict per-image deadline. An
image must arrive fully at the HMD before the time it is
intended to be displayed, or else it is fully lost. This makes
efficient interweaving of traffic towards multiple HMDs highly
challenging. Modern solutions such as channel aggregation
and bonding, allowing for dynamic bandwidths, further com-
plicate the resource allocation challenge. In addition, mmWave
transmission schedules often incorporate repeating periods
for MAC-layer tasks such as device discovery, assocation
and beamforming, during which no application traffic can be
transmitted. For example, the Beacon Header Interval (BHI)
for mmWave Wi-Fi reoccurs every 100ms and may take
several milliseconds each time. Traffic must be scheduled
around this carefully, taking deadlines into account [12]. In
addition, an optimal scheduler would be aware of each HMD’s
refresh cycle, maximizing the percentage of images arriving on
time. This requirement could be alleviated somewhat if HMDs
support a variable refresh rate, with which a screen update
could be briefly postponed until an image is fully received.
Fig. 5 shows a schedule taking MAC-layer overheads, image
deadlines and sudden blockage into account.

D. Integrated Sensing and Communication

XR applications not only require low latency and high-speed
communication, but also accurate and real-time sensing of user
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Fig. 5. Adaptive scheduling for a multi-AP, multi-user, multi-channel de-
ployment. During transmission of image n + 1 to HMD C, the connection
is suddenly interrupted (e.g., due to hand blockage), after which HMD C is
rapidly moved to another AP and given two channels to ensure the image
deadline is met. To facilitate this, HMD A switches to the other AP.

pose. While the HMD pose is needed for rapid beamforming,
the continuous and accurate estimation of the full body pose is
needed for applications where physical actions are translated
into the XR environment. While current SotA solutions for XR
pose estimation often rely on cameras or hand-held controllers,
these approaches come with significant drawbacks. Camera-
based methods infringe the privacy of the user, require a
well-lit environment, and are not scalable. Also, hand-held
controllers can be unintuitive to users. Therefore, the overall
setup becomes expensive and complex.

Instead, pose estimation can also occur through the use of
wireless signals. In particular, Wi-Fi signals have been used
for many such sensing applications such as pose estimation,
gesture recognition, and localization [13]. This concept of
re-using communication signals for sensing is known as In-
tegrated Sensing and Communication (ISAC). The standout
advantage of the sensing approach is its limited additional
cost. While Wi-Fi sensing has primarily focused on sub-6 GHz
signals, the constrained bandwidth at these frequencies limits
sensing resolution. In contrast, we identify an untapped poten-
tial in mmWave, where vast bandwidth significantly enhances
sensing accuracy. For instance, leveraging a 2 GHz bandwidth
at 60GHz can yield an impressive 15cm raw resolution
in localization applications. However, these signals exhibit
sensitivity to both the body shapes of individuals and the
surrounding environment. As such, highly accurate mmWave-
based pose estimation generalizing well to any combination
of users and environment remains an open challenge [13].

E. Low Latency End-to-End Streaming

To ensure consistently high QoE, special care must also
be taken at the application streaming level, where the system
must adapt in real-time to context changes. With a context
such as mmWave, given its volatile nature, special care is
needed to ensure the user’s perception of 6DoF video remains
consistent [14]. The system must incorporate measurements
from client and server to improve the real-time reactiveness of



the streaming, such as on-the-fly parameter tuning related to
the viewport of the user. Although low-latency video streaming
protocols such as Low-Latency Dynamic Adaptive Streaming
Over HTTP (LL-DASH) and Web Real-Time Communication
(WebRTC) are already in used for traditional 2D video, their
translation to immersive 3D content, especially when transmit-
ted over mmWave, is not straightforward, as these protocols
are constrained in terms of processing power, throughput, and
latency. Recently, the Internet Engineering Task Force (IETF)
initiated the Media over QUIC (MOQ) working group aim-
ing to develop a simple low-latency media delivery solution
addressing use cases including live video streaming, gaming,
and media conferencing at scale. Currently, only early results
on MOQ are available, and solutions for immersive media use
cases are still to be developed [15].

F. Multi-User Human-Centered Perception

To assess the effectiveness of the above approaches to
QoE improvment, we need detailed, accurate and expansive
evaluations. Traditionally, this human perception evalation has
been performed by means of subjective methodologies, relying
on user feedback gathered through questionnaires and prompts.
However, these suffer from individual biases, are not scalable
and may disrupt a person’s experience [14]. Such disruptions
impact the evaluation, as breaks in presence and immersion
tend to significantly alter the experience. Moreover, subjective
evaluations are a posteriori, meaning the full experience is
rated at once. Given the volatile nature of mmWave, it is
fundamental to move towards less intrusive and more real-time
assessments of perception. Ideally, objective metrics, driven
by physiological data, would provide a more immediate result
without requiring conscious assessment. These methodologies
are still at their infancy and must thus be investigated and
integrated into immersive media experience evaluation.

Moreover, these assessments are currently performed on the
individual, meaning the individual perception and immersion
are assessed. However, in multi-user environments, another
key metric is group cohesiveness, or the extent to which group
members are attracted to the group and its goals. However,
group cohesiveness is affected by a plethora of factors, such
as shared cognition, shared awareness or the individual per-
ception. The level in which they affect the perception will
depend on use case, subject and emotional state. Thus, there
is a need to shift the human-centered perception research from
the individual to the group.

IV. CONCLUSION

In this article, we presented our vision for future de-
ployments of extemely-high-quality interactive multi-user XR
experiences. Multiple users can roam freely in a shared,
collaborative experience, while they may be co-located or in
different locations physically. A high-performance edge cloud
handles real-time content-generation, while wireless mmWave
links provide the last-hop connection to HMDs. Evaluation of
several SotA hardware solutions showed that current mmWave
technology cannot fulfill the extreme requirements of the envi-
sioned scenario. We then identified several key active research

tracks towards achieving consistently high-QoE interactive
multi-user XR, discussing ongoing work and open challenges.
We are confident that addtional effort along these tracks will
eventually lead to the realization of this scenario, enabling a
plethora of novel applications and experiences.
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